


ABSTRACT

This dataset it's completely original in the sense that it's a
compilation of some of the movies that each of us has
seen at least one time in our lifetime, the movies are
divided in three main genres: Action, drama and horror.
With the Naive Bayes algorithm implemented in R, we
want to be able to predict a movie genre based in the
description of the movie.
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BASIC DATA
ANALYSIS



Definition
A story or event recorded by
a camera as a set of moving
images and shown in a
theater or on television; a
motion picture.

Movie genre
A film genre is a stylistic or
thematic category for motion
pictures based on similarities
either in the narrative
elements, Aesthetic
approach, or the emotional
response to the film.

https://en.wikipedia.org/wiki/Genre
https://en.wikipedia.org/wiki/Genre
https://en.wikipedia.org/wiki/Film
https://en.wikipedia.org/wiki/Film
https://en.wikipedia.org/wiki/Narrative
https://en.wikipedia.org/wiki/Narrative


Action
A type of film in which a lot of

exciting things happen

Drama
Drama is a category of narrative

fiction (or semi-fiction) intended to
be more serious than humorous in

tone.

Horror
Horror is a genre of storytelling

intended to scare, shock, and thrill its
audience.

https://dictionary.cambridge.org/es/diccionario/ingles/type
https://dictionary.cambridge.org/es/diccionario/ingles/film
https://dictionary.cambridge.org/es/diccionario/ingles/excite
https://dictionary.cambridge.org/es/diccionario/ingles/happen
https://en.wikipedia.org/wiki/Narrative
https://en.wikipedia.org/wiki/Fiction
https://en.wikipedia.org/wiki/Docudrama
https://en.wikipedia.org/wiki/Humour


name genremovieid description 

Id to identify the
movie

The name of the
movie

The genre of the
movie

The description of
the movie

VARIABLES

durationminutesreleaseyear

The release year of
the movie

The duration of the
movie in minutes



The data was collected each member of this team based on the movies that all of us
has watched in our lifetime and the description pull from various sites of movie
rankings.

The data it's limited to 3 types of movie genres, limited to 90 observations. Our biggest
limitation it's our memory to remeber which movie we have seen.

The data set it's relatively small due to the limitation of our memory.
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PREPROCESSING



Let's transform the data into
a suitable dataset



Unnecessary columns are eliminated
and the gender column is converted to
a factor.



Missing values





Creating a corpus



A corpus is created from the description variable.for each
description a document will be created. The corpus was cleaned
up as seen in the following slides.

A corpus is a set of text intended for research





Stop words





Stemming







Training and testing sets





Table of proportions





Word clouds



You can see the most common
words represented by the
largest words and the less
common words, represented
by the smallest.



Frequent terms







PROCESSING
AND
RESULT



Naive Bayes



Let's put it simple.
Let’s assume that you are walking on the playground. Now you
see some red object in front of you. This red object can be a
bat or a cat or a ball. You will definitely assume that it will
be a ball. But why so?

Let’s us think you are making a machine and you have given
the task as above to classify an object in between bat, ball and
a cat. At first you will think of creating a machine that will
identify the characters of the object and then map it with your
classification objects such that if an object is a circle then it will
be a ball or if the object is living-being then it will be a cat or in
our case, if our object is red then it is most probable that it will
be a ball. Why so? because from our childhood we have seen a
red ball but a red cat or a red bat is very unlikely to our eyes.



So in our case, we can classify an object by mapping its features with our classifier
individually. As in our case, this red color was mapped with a bat, a cat, and a ball, but
eventually, we get the most probability of red object with a ball and therefore we
classified that object with a ball.



FORMULA



For example
We have data on 1000 pieces of fruit. The fruit being a Banana, Orange or some other
fruit and imagine we know 3 features of each fruit, whether it’s long or not, sweet or
not and yellow or not.

So from the table what do we already know?
50% of the fruits are bananas
30% are oranges
20% are other fruits



Based on our training set we can also say the following:
From 500 bananas 400 (0.8) are Long, 350 (0.7) are Sweet and 450 (0.9) are Yellow
Out of 300 oranges, 0 are Long, 150 (0.5) are Sweet and 300 (1) are Yellow
From the remaining 200 fruits, 100 (0.5) are Long, 150 (0.75) are Sweet and 50 (0.25)
are Yellow

Which should provide enough evidence to predict the class of another fruit as it’s
introduced.

If we’re told that the additional fruit is Long, Sweet and Yellow, we can classify it using
the following formula and subbing in the values for each outcome, whether it’s a
Banana, an Orange or Other Fruit. The one with the highest probability (score) being
the winner



Based on our training set we can also say the following:
From 500 bananas 400 (0.8) are Long, 350 (0.7) are Sweet and 450 (0.9) are Yellow
Out of 300 oranges, 0 are Long, 150 (0.5) are Sweet and 300 (1) are Yellow
From the remaining 200 fruits, 100 (0.5) are Long, 150 (0.75) are Sweet and 50 (0.25)
are Yellow

Which should provide enough evidence to predict the class of another fruit as it’s
introduced.

If we’re told that the additional fruit is Long, Sweet and Yellow, we can classify it using
the following formula and subbing in the values for each outcome, whether it’s a
Banana, an Orange or Other Fruit. The one with the highest probability (score) being
the winner









The result:
In this case, based on the higher score ( 0.252 for banana ) we
can assume this Long, Sweet and Yellow fruit is in fact, a
Banana.



Applying Naive Bayes in our
dataset with R









Classification outputs



Multi-class classification refers to those classification tasks that have more than two
class labels.

Unlike binary classification, multi-class classification does not have the notion of
normal and abnormal outcomes. Instead, examples are classified as belonging to one
among a range of known classes.

In this case as we want to predict 3 types of genres, the classification output of our
dataset with naive bayes it's Multi-Class Classification

https://en.wikipedia.org/wiki/Multiclass_classification


Frequency tables and
interpretation





CONCLUSIONS
AND
LIMITATIONS



Of course! As like KNN, we can use Naive  Bayes to predict a lot of other things. 
The best times to use it is when we want to use text classification, when the dataset is
big and when the training sets are small.

Naive bayes it's not as great estimator as can be, so we don't think it's reliable in certain
cases as predict which disease someone has based on symptoms and so.

Good with muticlass prediction, just like this case. Amazing results in text classification.
And so easy to understand.



Make sure that the movie description has more specific words, because we found that
drama it’s pretty much difficult to predict, because drama can be easily confused with
the other two genres, some drama movies fit action movies as well, like a war movie
that its drama driven, if the algorithm takes the word ‘war’ as action instead of drama,
then the algorithm effectivity gets lower. And if possible, write our own descriptions to
reduce the ambiguous descriptions that some movies have.

The weakness of our project is that the plots of the movies are difficult to classify, it is
possible, but there are times when people cannot guess the genre of a movie just by
reading the plot or a synopsis of a movie, so for the algorithm is not so easy to classify
them.
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